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Abstract 
Aim: The Boosting Tree, one of the most successful combining methods. The principal aim of these combining algorithms is to 
obtain strong classifier with small estimation error from the combination of weak classifiers. 
Material and Methods: We used boosting method to classify patients with Carpal Tunnel Syndrome. The individuals, who applied to 
Mersin University’s Medical School’s Neurology Main Scientific Branch’s Electrophysiology Laboratory between the years of 2006 and 
2010, with a pre-diagnosis of Carpal Tunnel Syndrome (CTS) were included in the study. Boosting Tree application was conducted in 
Statistica 7.0 software package. 
Results: General success of the model in accurate classification according to the test data was found as 87.67%. Sensitivity and 
specificity of the latest model, when the test data were used, were calculated respectively as 85.65% and 92.36% . 
Conclusion: The model can be used in CTS diagnosis as a successful method. 
Key Words: Classification; Boosting Tree; Weak Classifiers. 
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Sınıflamada Daha Güçlü Bir Yaklaşım Olan Boosting Ağacı: Karpal Tunel Sendromu Uygulaması 
 
Özet 
Amaç: Boosting ağaç yöntemi topluluk birleştirme yöntemlerinden en başarılı olanıdır. Birleştirme algoritmalarının temel amacı, zayıf 
sınıflayıcıların kombinasyonundan tahmin hatası düşük güçlü sınıflayıcılar oluşturmaktır. 
Gereç ve Yöntemler: Bu çalışmada Karpal Tunel Sendromu vakaları boosting metodunu kullanılarak sınıflanmıştır. Mersin 
Üniversitesi Tıp Fakültesi Nöroloji Anabilim Dalının Elektrofizyoloji Laboratuvarına 2006-2010 tarihleri arasında Karpal Tünel 
Sendromu (KTS) ön tanısı ile başvuru yapan bireyler çalışmaya alınmıştır. Boosting Tree uygulaması Statistica 7.0 paket programında 
yapılmıştır. 
Bulgular: Test verisi kullanıldığında ise modelin genel doğru sınıflama başarısı %87.67 olarak hesaplanmıştır. Test verisi kullanıldığında 
son modelin sensitivite ve spesifitesi ise sırasıyla %85.65 ve %92.36 olarak hesaplanmıştır. 
Sonuç: Kullanılan modelin KTS tanısının konulmasında başarılı bir yöntem olarak kullanılabilir. 
Anahtar Kelimeler: Sınıflama; Boosting Ağacı; Zayıf Sınıflayıcılar. 
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In medical applications, the choice of statistical 
methods for diagnosis of a given syndrome is an 
important topic. In parallel to developments on 
bioinformatics techniques, classification methods 
based on decision trees have been frequently used 
for more reliable diagnosis. In addition to their 
reliability, the accuracy of clinical diagnosis is 
especially important because after true diagnosis 
developing a successful treatment plan is also 
critical. Recently, according to empirical 
comparisons of these statistical methods in 
different datasets, the weakness of them have been 
discussed and combining algorithms such as 
bagging and boosting have been used to improve 
classification performance (1). The principal aim 
of these combining algorithms is to obtain strong 
classifier with small estimation error from the 
combination of weak classifiers (2). 
 
Decision trees are weak (base) classifiers which 
have been used frequently in medical diagnosis. 
Bagging, bootstrap aggregating, combines a large 
number of classifiers with re-sampling. Boosting 
combines re-weighted weak classifiers linearly to 
find strong classifier. According to literature, 
boosting produces even better results than bagging 
(3). 
 
In this paper, we used boosting method to classify 
patients with Carpal Tunnel Syndrome (CTS) and 
investigate literature, CTS is the most commonly 
seen nerve entrapment syndrome and its 
diagnostic accuracy measures must be carefully 
interpreted (4). 
 
Boosting Method 
 
The Boosting, one of the most successful 
combining methods, was proposed by Schapire 
(5). The most popular algorithm AdaBoost was 
introduced by Freund and Schapire in 1995 and 
also extended to multi-class problems (6-8). This 
algorithm was called as Real AdaBoost for two-
class dependent variable and AdaBoost.MH for 
more than two classes (9). The weak classifiers 
used in AdaBoost algorithm are single-split 
classification tress (10). In Boosting, a sequence of 
trees is obtained reweighting data after each 
classification tree. In each stage of boosting the 

weight of wrongly classified patients are increased 
while the weight of correctly classified patients is 
decreased (11). 
 
Figure 1 shows a schematic of the AdaBoost 
procedure (12). The process of averaging weighted 
classifiers not only reduces the fitting error rate 
but also protects against overfitting (13). The 
systematic process of AdaBoost algorithm starts 
with uniform distribution of weights over training 
samples of patients. Using a classifier f(x) and 
confidence index, each case is classified initially. 
Increasing the weights on misclassified patients, 
each case are re-classified. The process is repeated 
until convergence a sign function is used for final 
decision. 
 

 
Figure 1. The schema of the AdaBoost procedure 
 
Advantages of Method 
 
Boosting method can be used for both categorical 
and continuous dependent variables. There is no 
limitation about the distribution of independent 
variables. They can be continuous, categorical or 
mixed type of distributions. In traditional 
classification models, the data is separated to 
training and test samples in certain proportions 
(%70: %30 or %60: %40) respectively. 
 
First, the model is fitted to training sample in 
learning stage. Then, the validation of model is 
tested in remaining sample. Similarly, when 
Boosting tree is building, all data is separated to 
subgroups randomly. Because Boosting is a 
bootstrap-based method, all observations are being 
moved by chance and they are used in modeling. 
Trees built by this way resist over fitting, since the 
boosting both reduces the training classification 
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error and maximizes the classification margin 
separating the two classes (14,15). 
Disadvantages of Method 
According to simulation studies, the performance 
of boosting method is affected from small sample 
size and the number iteration. The number of 
iterations needed should be large as possible to 
resist over fitting (16). 
 
Discrete AdaBoost Algorithm 
Let training set with n observations (i=1,2,…,n) 
for p independent variables is given 

)}y,x(),...,y,x(),y,x{(D nn2211       (1) 

Where )x,..,x(x pii1i and }1,1{y   (2) 

 
AdaBoost algorithm for such sample includes 
following steps:  
 
Step 1. Each subject in the training set is weighted 
equally. 

)
N

1
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  )N,...,2,1i(                           (3) 

 

Step 2. For each iteration )T,...,2,1t(  
a.A data set with n subject is resampled with 
Bootstrap technique. Sampling probability of high 
weighted subject is more than the others.  
b. A classifier f(x) is obtained using CART 
technique. 
c. An indicator function is described to calculate 
classification error rate of f(x). The function for 
each iteration is given in following way. If a sample 
is misclassified 1, otherwise zero 
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weighted sum of all training set errors and 

confidence index )c( t for f(x) classifier are 

calculated. 
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The lower the weighted errors are the higher 
confidence index will be. e. All training sets are 
reweighted provided that 
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f. If 5.0err t
i  and t<T (t=t+1), steps (a)-(f) are 

repeated, otherwise iteration is stopped 
 
Step 3. The performance of discrete AdaBoost 
algorithm is calculated using a test set. The final 
estimation for a sample in test set is combination 
of estimations from T classifiers. 

t

t
)xj(

t
j )fc(signy   (8) 

Where sign function is used to estimate dependent 
variable. 
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The individuals, who applied to Mersin 
University’s Medical School’s Neurology Main 
Scientific Branch’s Electrophysiology Laboratory 
between the years of 2006 and 2010, with a pre-
diagnosis of Carpal Tunnel Syndrome (CTS) were 
included in the study. Data set consists of 4076 
incidences in total. 2517 (83.7%) of 3011 
individuals with CTS taking place in the dataset 
were female patients and 491 (16.3%) of it were 
male patients. 868 (81.6%) of 1065 individuals in 
the control group were female and 196 (18.4%) of 
it were male. 3078 incidences of 4076 in total 
(2314 CTS + 764 healthy) were selected as 
learning data while the rest 998 incidences (697 
CTS + 301 healthy) were selected as test data. The 
conducted electrophysiological measurements are 
independent variables. The condition of being a 
patient with CTS or not was considered as the 
dependent variable. Boosting Tree application was 
conducted in Statistica 7.0 software package. 
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At the end of the conducted analysis, the model’s 
success in accurate classification and significance 
rates of the variables were considered. Error rates 
of the subsequent trees, which were created 
according to the number of trees, are given on 
Figure 2 
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Figure 2. Variation in error rate according to 
number of trees 
 
It is seen that as the number of trees increases, 
error rates in the learning data decrease. 
Considering learning and test data together, the 
optimum number of trees was found as 70. 
Classification tables according to the results from 
70 trees created by using boosting algorithm based 
on the learning and test datasets are given on 
Tables 1 and 2, respectively. 
 
Table 1. Classification table for learning data. 

Learning Data Predicted Total 

CTS Control 
Observed CTS 2100 214 2314 

Control 30 734 764 
Total 2130 948 3078 

 
The results on Table 2 were obtained by testing 
the results, which had been obtained from the 
learning set, on a test set relating to the 
classification success. Classification successes for 
the created model are given on Table 3. 
 
Table 2. Classification table for test data. 

Test Data Predicted Total 

CTS Control 
Observed CTS 597 100 697 

Control 23 278 301 
Total 620 378 998 

Table 3. Classification successes for the learning 
and test data. 

 Sensitivity 
(%) 

[Confidence 
Interval] 

Specificity 
(%) 

[Confidence 
Interval] 

Accur
acy 
(%) 

Learning  
Data 

90.75 
[89.50-91.90] 

96.07 
[94.44-97.34] 

92.07 

Test Data 85.65 
[82.83-88.17] 

92.36 
[98.75-95.09] 

87.67 

 
General success of the model in accurate 
classification according to the learning data was 
found as 92.07%. Sensitivity and specificity of the 
latest model, when the learning data were used, 
were calculated as 90.75% and 96.07% 
respectively. 
 
General success of the model in accurate 
classification according to the test data was found 
as 87.67%. Sensitivity and specificity of the latest 
model, when the test data were used, were 
calculated as 85.65% and 92.36% respectively. 
 
Graphics relating to classification tables based on 
the learning and test datasets are given on Figures 
3 and 4. 

 
Figure 3. Classification matrix graphic belonging 
to the learning set 
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Figure 4. Classification matrix graphic belonging 
to the test set 
 
 
 
In this study, the boosting tree method, which is 
one of the population methods, was presented. 
The method is one of the population methods, 
which combine weak classifiers into a strong 
classifier. The method was applied to medical 
sciences through a dataset supplied by Neurology 
Main Scientific Branch. Carpal Tunnel Symptom is 
a diagnosis, whose gold standard is available. 
 
A new prediction was made by combining the 
predictions made by the trees, which are 
independent from each other, in creating the 
boosting tree. Model cannot be seen with a single 
tree as it is done in the methods of CART (17). 
Contributions of independent variables to 
formation of the model and the model’s diagnostic 
accuracy sizes can be calculated at the end of the 
model. General success of the model in accurate 
classification according to the learning data was 
found as 92.07%. Sensitivity and specificity of the 
latest model, when the learning data were used, 
were calculated as 90.75% and 96.07% 
respectively. General success of the model in 
accurate classification according to the test data 
was found as 87.67%. Sensitivity and specificity of 
the latest model, when the test data were used, 
were calculated as 85.65% and 92.36%  

respectively. High sensitivity and specificity values 
for the model indicate that the results produced by 
the learning set are valid for the other data also; in 
other words, the model can be used in CTS 
diagnosis as a successful method. 
 
 
 
Being able to use the entire dataset in creating 
model is important in this method. Furthermore, 
because it is possible to construct sample datasets, 
in a dataset in any size, in various amounts and 
sizes through the re-sampling by random sampling 
with replacement (bootstrap) from the original 
dataset, data, as much as possible, can be produced 
from the existing dataset. 
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