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Abstract

Aim: Early diagnosis of diabetes mellitus (DM), one of the most important health prob-
lems worldwide, and taking necessary steps are very important. Therefore, it has become
very important to develop models for the prediction of the disease. The aim of this study
is to create a clinical decision support model with Stochastic Gradient Boosting, a machine
learning model for DM prediction.
Materials and Methods: In the study, modeling was done with the Stochastic Gradient
Boosting method using an open access data set including the factors associated with DM.
Model results were evaluated with accuracy, balanced accuracy, sensitivity, selectivity,
positive predictive value, negative predictive value, and F1-score performance metrics. In
addition, 5-fold cross-validation method was used in the modeling phase. Finally, variable
importance values were obtained by modeling.
Results: Accuracy, balanced accuracy, sensitivity, specificity, positive predictive value,
negative predictive value, and F1 score from by Stochastic Gradient Boosting modeling
were 93.6%, 92.8%, 91.7%, 93.9%, 73.3%, 98.4%, and 81.5%, respectively. According to the
variable importance values obtained for the input variables in the data set examined in this
study, the most important variables are glucose, age, systolic BP, cholesterol, chol/HDL,
BMI, height, waist/hip, HDL, waist, weight, diastolic BP, hip, and gender: male.
Conclusion: In the current study, it was seen that the ML model applied with the results
obtained can predict diabetes. Addition, according to the results of the relevant model, the
most important risk factors for DM were determined and given in degrees of importance
of the risk factors. With these results, necessary precautions can be taken for the disease
at early levels.

Copyright © 2022 The author(s) - Available online at www.annalsmedres.org. This is an Open Access article distributed
under the terms of Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

Introduction
Diabetes mellitus (DM) is a chronic condition that has a
significant impact on daily life as well as the quality of
life. This disease cannot be totally cured, but its harmful
effects in the short and long term can be avoided if it is
adequately controlled and measures are taken [1, 2]. Di-
abetes mellitus (DM) is a chronic and metabolic disease
defined by anomalies in protein, carbohydrate, and lipid
metabolism caused by absolute or relative insulin insuffi-
ciency, as well as clinical and biochemical findings [3]. DM
is actually of two main types, Type 1 and Type 2. Type
1 diabetes is an autoimmune illness that results from the
loss of pancreatic beta cells. Type 2 diabetes is defined as
a combination of insulin resistance and pancreatic beta cell
dysfunction in insulin production [4]. Patients with type 1
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diabetes are often younger, with the majority being under
the age of 30. Increased thirst and frequent urination are
typical clinical symptoms, as are elevated blood glucose
levels. This kind of diabetes cannot be properly treated
with oral drugs alone, and patients must receive insulin
therapy [5]. Type 2 diabetes is more common in persons
in their forties and fifties, and it is frequently related to
obesity, hypertension, dyslipidemia, arteriosclerosis, and
other disorders [6].
DM is one of the fastest-growing diseases worldwide and
is expected to affect 693 million adults by 2045. Vascular
complications of both the macrovascular (cardiovascular
disease (CVD)) and microvascular (diabetic kidney disease
(DKD), diabetic retinopathy, and neuropathy) systems are
the leading cause of morbidity and mortality in diabet-
ics, imposing a massive financial burden due to disparities
in healthcare expenditure and treatment access between
developed and developing countries [7]. DM, which is a
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concerning scenario given the impacts indicated and the
predicted number of patients, needs to be managed. As a
result, how to rapidly and accurately identify and assess
diabetes is a topic worth researching.
Machine learning (ML) is a subfield of artificial intelligence
(AI) that aims to make predictions about new data when
exposed to new data by performing data-driven learning.
AI/ML methods are one of the most commonly utilized
technologies in illness detection and clinical decision sup-
port systems in recent years, with a wide range of ap-
plications. ML, which has a wide application area in
health, constitutes the basic infrastructure of applications
in determining genetic diseases, early diagnosis of can-
cer diseases, and the identification of patterns in medi-
cal imaging. In the last decade, with the availability of
large datasets and greater computing power, ML meth-
ods have achieved high performance in various situations
[8, 9]. ML techniques have been used to achieve clinical
goals by utilizing their unique characteristics [10]. In ev-
eryday medical practice, AI in medicine has been linked to
the creation of programs to help doctors with their daily
responsibilities, such as making diagnoses, making thera-
peutic decisions, and anticipating emergency situations or
the deterioration of patients [11, 12].
The aim of this study is to identify the factors that may be
related to DM that can be transformed into useful infor-
mation for the advancement of clinical practice and health
care through statistical methods and machine learning ca-
pable of self-improvement.

Materials and Methods

Dataset and variables

The present research was performed as a retrospective
case-control study. The data set used in the study in-
cludes demographic and laboratory variables of 390 pa-
tients. In the data set, those with a hemoglobin A1c value
above 6.5 were considered diabetic, and those below it
were considered non-diabetes. The data set included in the
study was obtained from “https://data.world/informatics-
edu/diabetes-prediction”.
Explanatory information about the variables in the data
set is given in Table 1.

Stochastic gradient boosting algorithm

Stochastic gradient boosting is a method developed by
Friedman by incorporating randomness into the gradi-
ent boosting method. In stochastic gradient boosting, a
random subsample is selected with permutation sampling
strategy at each refresh. This selected subsample is used
to calculate the model update instead of all learners and
to reduce the correlation between trees [13]. As with other
ensemble learning methods, large trees are not created in
this method, but instead, each tree (usually 100–200 trees)
developed during the process is summarized and each ob-
servation is grouped according to the most common classi-
fication among trees. These differences cause the stochas-
tic gradient boosting method to differ from other augmen-
tation methods and reduce its sensitivity to outliers and
unbalanced data sets [13, 14].

Biostatistical analysis

The median (minimum-maximum) and count (percent-
age) were used to summarize variables. Shapiro-Wilk test
of normality was used to determine normal distribution.
Whether there is a statistically significant difference be-
tween the output variable and input variables was evalu-
ated by using where appropriate Mann-Whitney U test,
and Pearson Chi-square test. It was determined that a
value was statistically significant if it had a p-value of less
than 0.05 (p<0.05). IBM SPSS Statistics 26.0 was utilized
in all analyses.

Machine learning modeling and performance evaluation

In the current study, Stochastic Gradient Boosting was
used in the modeling stage for the dataset in question.
The data set was divided as 80:20 as a training and test
dataset. The n-fold cross-validation approach was used
for the analyses. The data is separated into n parts in
the n-fold cross-validation procedure, and the model is
applied to n parts. One of the n parts is used for test-
ing, while the remaining n-1 parts are used to train the
model. In this study, 5-fold cross-validation was employed
for the modeling process. Accuracy, balanced accuracy,
sensitivity, specificity, positive predictive value, negative
predictive value, and F1-score were used as performance
evaluation criteria. In addition, variable importances were
calculated, which gives information about how much the
input variables contribute to the output variable. Model-
ing was done using R studio 4.2.1.

Results

The dataset used in the current study included demo-
graphic and clinical information of 60 diabetic and 330
nondiabetic patients. The mean age of the patients was
46.77 ±16.44 years. Of the patients in the study, 228
(58.5%) were female and 162 (41.5%) were male. The re-
sults of the statistical tests performed with the explanatory

Table 1. Explanatory information about the variables.

Column attribute Description

Cholesterol Total cholesterol
Glucose Fasting blood sugar
HDL HDL or good cholesterol
Chol/HDL Ratio of total cholesterol to good cholesterol

Desirable result is < 5
Age All adult African Americans
Gender 162 males, 228 females
Height In inches
Weight In pounds (lbs)
BMI 703 x weight (lbs)/ [height(inches]2
Systolic BP The upper number of blood pressure
Diastolic BP The lower number of blood pressure
Waist Measured in inches
Hip Measured in inches
Waist/hip Ratio is possibly a stronger risk factor for heart

disease than BMI
Diabetes Yes (60), No (330)
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Table 2. Descriptive statistics for categoric input vari-
able.

Variable
Diabetes

p*
Diabetes No diabetes

Gender
Female 34 (56.67) 194 (58.79)

0.759
Male 26 (43.33) 136 (41.21)

*:Pearson Chi-Square Test.

Table 3. Descriptive statistics for numeric input vari-
ables.

Diabetes

Variables
Diabetes No diabetes

p*
Median
(Min-Max)

Median
(Min-Max)

Cholesterol 219(115-443) 199(78-347) <0.001
Glucose 186(60-385) 86.5(48-371) <0.001
Hdl Chol 42(23-114) 47(12-120) 0.005
Chol/HDL Ratio 5.2(2-19.3) 4.1(1.5-10.6) <0.001
Age 59.5(26-91) 42(19-92) <0.001
Height 67(59-75) 66(52-76) 0.617
Weight 189(123-320) 170(99-325) 0.001
Bmı 30.2(21.5-51.4) 27.5(15.2-55.8) 0.002
Systolic BP 145(100-200) 132(90-250) <0.001
Diastolic BP 87(50-118) 82(48-124) 0.257
Waist 40.5(30-56) 37(26-53) <0.001
Hip 44.5(37-62) 42(30-64) 0.003
Waist/Hip Ratio 0.905(0.75-1.14) 0.87(0.68-1.14) 0.001

*:Mann Whitney U Test.

Table 4. Performance metrics of the Stochastic Gradient
Boosting model.

Performance Metrics
Testing Stage
Value (%)

Accuracy 93.6
Balanced accuracy 92.8
Sensitivity 91.7
Specificity 93.9
Positive predictive value 73.3
Negative predictive value 98.4
F1-score 81.5

variables for the diabetes input variable are given in Table
2 and Table 3.
According to the statistical analyzes performed, the an-
alyzes performed with the other variables except the age
and diastolic BP variables were found to be statistically
significant. However, statistically significant results were
not obtained for these age and diastolic BP variables.
The findings of the performance metrics from the Stochas-
tic Gradient Boosting model are given in Table 4.
Accuracy, balanced accuracy, sensitivity, specificity, pos-
itive predictive value, negative predictive value, and F1
score obtained from the Stochastic Gradient Boosting

Figure 1. Graph of values for performance metrics ob-
tained from Stochastic Gradient Boosting model.

model as a result of the modeling were 93.6%, 92.8%,
91.7%, 93.9%, 73.3%, 98.4%, and 81.5%, respectively.
The graph of the values related to the performance metrics
obtained as a result of the modeling is given in Figure 1.

Discussion
According to recent estimates, the human population
worldwide is battling an epidemic of diabetes and the dis-
ease is on the rise. Despite great strides in the under-
standing and management of diabetes, the disease and its
complications continue unabated and its harms increase.
In parallel, recent advances in understanding the patho-
physiology of the disease process have paved the way for
new treatment strategies to combat diabetes [15]. How-
ever, there is a great need for early prevention strategies
to reduce disease-related mortality and morbidity. Recent
studies show that DM can be prevented and early screen-
ing and diagnosis are therefore central to effective preven-
tion strategies. Therefore, given the huge health burden,
more attention should be paid to the early detection of
DM [16, 17]. For this purpose, a number of clinical pre-
diction methods have been developed in recent years to
identify individuals with unknown diabetes or at high risk
of developing diabetes. However, these models may not be
readily applicable to patients reporting to a hospital for
different types of services. However, it may be important
to develop a risk estimation system that can be used and
expanded [18, 19].
Machine learning and data mining models are increasingly
used and preferred in different disciplines. The main pur-
pose of these models is to determine the effective vari-
ables and the relationship between them and these models
can also be used for prediction. In fact, machine learning
models can be defined as the process of designing a model
learned through experience and the process of improving
model performance. These models are a sub-field of artifi-
cial intelligence and can be used as an active research and
application area in different sciences. In addition, machine
learning techniques are widely used and applied for the di-
agnosis of diseases in medical science [20-22]. In addition ,
machine learning techniques have been widely used for the
diagnosis of DM in many studies conducted today [23, 24].
The aim of this study is to create a risk estimation model
with the Stochastic Gradient Boosting model, which is one
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of the machine learning methods for DM, whose effects and
management and treatment strategies will be easier if di-
agnosed early.
Among the performance criteria obtained from the
Stochastic Gradient Boosting result, accuracy, balanced
accuracy, sensitivity, specificity, positive predictive value,
negative predictive value, and F1 score were obtained
as 93.6%, 92.8%, 91.7%, 93.9%, 73.3%, and 98.4%, and
81.5%, respectively. Successful results were obtained in
the diagnosis of AAp with the modeling performed, and
according to the variable importance obtained as a result
of the model, the variables most associated with the diag-
nosis were glucose, age, systolic BP, cholesterol, chol/HDL,
BMI, height, waist/hip, HDL, waist, weight, diastolic BP,
hip, and gender: male respectively.
In a study using the same data set, Logistic Regression,
KNN, AdaBoost, and Multilayer Perceptron from machine
learning models were used, and then stacking from ensem-
ble models was used to combine these models. The highest
accuracy value obtained from the study was obtained as
93%. In addition, the variable importance was not in-
cluded in this study [25]. However, in the current study,
the variable importance was included and the variables as-
sociated with the disease were ranked according to their
importance. In a study using the same data set, many
machine learning models were used and experiments were
conducted under different conditions. When the results
obtained were examined, the highest accuracy value was
obtained as 91% [26]. With the present study, a predic-
tion model was created with an accuracy of 93.6% and risk
factors associated with diabetes were determined in order
of importance.
DM, which is one of the most important health problems
all over the world, should be detected at an early stage
and the necessary steps for disease management should
be taken earlier. For this purpose, there is a need to de-
velop prediction models that can predict diabetes using
retrospective medical records. As a result, the successful
applications of machine learning models in medicine paved
the way for these studies. In this study, it was seen that
the ML model applied with the results obtained can pre-
dict DM. Addition, according to the results of the relevant
model; the most important risk factors for DM were de-
termined and given in degrees of importance of the risk
factors. With this association, early signs of the disease
can be detected and necessary precautions can be taken at
early levels.

Ethics approval
The dataset used in the study is open access and does not
require ethics committee approval.
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