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Abstract

Aim: As people’s quality of life and habits have changed, Coronary Artery Disease (CAD)
has become the leading cause of death globally. It is a complicated cardiac disease with
various risk factors and a wide range of symptoms. An early and accurate diagnosis of
CAD allows for the quick administration of appropriate treatment, which contributes to
a decreased mortality rate. Machine learning (ML) algorithms for CAD prediction and
treatment decisions are quickly being developed and implemented in clinical practice.
Predictive models based on machine learning algorithms may aid health personnel in
the early diagnosis of CAD, lowering mortality. Thus, this study goal is to forecast the
elements that may be connected with CAD using tree-based approaches, which are one of
the machine learning methods, and to discover which factor is more effective on CAD.
Materials and Methods: The open-access heart disease dataset was used within the
scope of the study to investigate the risk factors related with CAD. The data set used
contains the values of 333 patients, as well as 20 input and 1 target variables. The 10-fold
cross validation approach was employed in the modeling, and the data set was divided as
80%: 20% as training and test datasets. For model assessment, the measures of accuracy
(ACC), balanced accuracy (b-ACC), sensitivity (SE), specificity (SP), positive predictive
value (ppv), negative predictive value (npv), and F1-score were utilized.
Results: The values of ACC, b-ACC, SE, SP, ppv, npv, and F1-score performance met-
rics were 9 98.5%, 98.8%, 97.7%, 100%, 100%, 95.8% and 98.8%, respectively, as a con-
sequence of the estimate model results created with the XGBoost approach, which has
the best performance among tree-based models. When the groups with or without CAD
were compared, a statistically significant difference was found in terms of the age vari-
able. There is also a significant relationship between the active, lifestyle, ihd, dm, ecgpatt,
qwave variables and the presence/absence of the CAD variable. When the variable sig-
nificance values obtained as a result of modeling with the highest performing XGBoost
are examined, it is seen that the variables that most associated with CAD are ekgpatt:
normal, ekgpatt: ST-depression, ekgpatt: T-inversion, qwave: yes, age, bpdias, height,
LDL, HR, IVSD: with LVH, bpsyDM.
Conclusion: According to the performance criteria of the forecasting models used, CAD
gave distinctively successful results in forecasting. By identifying risk factors associated
with CAD, the proposed machine learning models can provide clinicians with practical,
cost-effective and beneficial assistance in making accurate predictive decisions.

Copyright © 2023 The author(s) - Available online at www.annalsmedres.org. This is an Open Access article distributed
under the terms of Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

Introduction
Heart disease is the leading cause of death in both men and
women across the world, accounting for more than half
of all male fatalities. Heart illness encompasses a wide
range of cardiac problems. The most common type of
heart disease is CAD, which can lead to heart attacks,
which kill about 370.000 people each year [1,2].
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CAD is a kind of heart disease characterized by a narrow-
ing or blockage of the coronary arteries, which transport
blood and oxygen to the heart muscle. CAD is often asso-
ciated with a process known as atherosclerosis. Atheroscle-
rosis is a condition characterized by the accumulation of fat
and cholesterol inside blood vessels. These deposits form
plaques on the walls of the arteries and can cause nar-
rowing or blockage of the arteries. As a result, decreased
blood flow to the heart can lead to serious complications
such as heart attack and heart failure [3,4]. According to
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World Health Organization (WHO) statistics, around 17.9
million people die each year as a result of CAD. Accord-
ing to WHO data, whereas CAD accounts for 38% of all
fatalities worldwide, it ranks first in Turkey with 44% [5].
As a result, CAD is one of the leading causes of morbidity
and death in both developed and developing nations [6].

Three major risk factors for heart disease are smoking,
high cholesterol, and high blood pressure. Some other
medical conditions and lifestyle choices, such as obesity,
physical inactivity, diabetes, excessive alcohol use, and
poor diet can also increase the risk of heart disease [7].

Although various methods are used for the diagnosis of
the disease, the method to be used varies according to
the patient’s symptoms, risk factors and various medical
conditions. To estimate the severity of heart illness in pa-
tients, four fundamental techniques are being employed.
Among these are chest X-rays, coronary angiograms, elec-
trocardiograms (ECG), and exercise stress testing [8]. Di-
agnosing heart disease in the early stages is crucial to sav-
ing patients’ lives. Early identification of coronary heart
disease assists physicians in selecting the best course of
therapy and increases patients’ chances of survival. How-
ever, specialists are not generally available in many impov-
erished nations and places to undertake these diagnostic
tests. Furthermore, in many circumstances, incorrect diag-
noses and improperly performed medical procedures might
threaten a patient’s health and increase the economic bur-
den on society [9]. As a result, accurate and early diagnosis
of heart disease has become critical in enhancing patients’
prospects of long-term survival.

The diagnosis of CAD is challenging; nevertheless, com-
puter assisted detection has been created to predict heart
disease in individuals automatically. ML, as one of the
most modern computer-aided detection technologies, is an
emerging technique for analyzing medical data and making
predictions about early detection discoveries. ML is an ar-
tificial intelligence (AI) technique that is used to develop
models or systems that can learn from existing datasets
to predict future events [10]. ML discovers important in-
formation and identifies hidden patterns in massive data
warehouses automatically [11].

Therefore, in this study, various tree-based machine learn-
ing models were applied to predict the presence and ab-
sence of CAD in patients. In addition, this study aimed
to compare the performance of Stochastic gradient boost-
ing (SGB), XGBoost and Bagged CART machine learning
methods used in CAD estimation and to determine the
risk factors associated with CAD.

Materials and Methods

Dataset and variables

The Erbil Heart Disease Dataset used in this study is open
access and was collected from a private hospital in Erbil,
Iraq, in order to predict patients with and without CAD.
The dataset includes some demographic information about
the patients, some physical examination data of the pa-
tients, and medical laboratory tests [12]. Table 1 displays
all twenty one variables in the dataset, along with their
related datatypes and brief descriptions.

Biostatistics analysis phase
In the present study, Kolmogorov-Smirnov test was used to
examine the conformity of numerical variables to normal
distribution. Data that were not normally distributed were
summarized as the median (minimum-maximum). Nor-
mally distributed data are given as mean ± standard de-
viation. Mann Whitney U test, Independent sample t-
test, Pearson chi-square test and Yates’ corrected correc-
tion chi-square test were used to compare the data in terms
of groups in biostatistical analyses. In statistical analyses,
p<0.05 was considered statistically significant in all com-
parisons. All analyzes were performed using IBM SPSS
Statistics 26.0 for Windows (New York; USA).

Modelling
In the modeling phase, tree-based SGB, XGBoost and
Bagged CART methods were used to predict and classify
patients with and without CAD. These machine learning
methods used to build predictive models are briefly ex-
plained. SGB is a strategy that combines bagging and
boosting. To begin, rather than using the entire data set
to do the boosting, a random sample of the data is picked
at each stage of the procedure. Second, boosting employs
deviance as a proxy for misclassification rates, with the
gradient determined by this proxy being the steepest gra-
dient approach. Finally, rather than completely formed
classification trees being produced at each phase of the
boosting procedure, relatively small trees with 6 termi-
nal nodes are constructed [13]. As with earlier ensemble
procedures, no larger trees are constructed; instead, each
tree created throughout the process—often between 100
and 200 trees—is totaled up, and each observation is clas-
sified according to the categorization that appears most
frequently in the trees [14].
Gradient Boosting is a useful machine learning strategy
for regression and classification issues in which weak pre-
diction models commonly yield decision tree ensembles.
Gradient Boost, which is based on the boosting approach,
tries to build several weak learners sequentially and inte-
grate them into a complicated model [15]. Extreme Gradi-
ent Boosting (XGBoost) is a supervised learning approach
that uses gradient boosting machines. Its foundation is
built on gradient boosting and decision tree methods. XG-
Boost offers a substantial speed and performance boost
over other algorithms. XGBoost is ten times quicker than
previous algorithms, highly performance predictive, and
includes a number of regularizations that enhance perfor-
mance overall while lowering overfitting and over-learning
[16].
CART (Classification and Regression Trees) is a non-
parametric decision tree logging method extensively used
as a classifier. It uses binary trees as its algorithm [17].
Bagging is a popular ensemble strategy for improving de-
cision tree prediction accuracy. To ensure the high quality
of the CART model, the bagging strategy was used. Each
classifier in this technique generates and stores its model
by categorizing a subset of the data. Finally, depending
on vote intention among these categories, the class with
the most votes is picked as the final classifier [18].
The dataset will be divided into k subsets, with one of
the k subsets serving as the test set and the remaining
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k−1 subsets acting as the training set. As a consequence,
each data point appears exactly once in the test set and
k−1 times in the training set. The results of the k folds
will be averaged to create a single guess. Because it is the
most commonly used standard value in research, k=10 was
picked [19].
The performance of the model was assessed using ACC,
b-ACC, SE, SP, ppv, npv, and F1-score performance mea-
surements.

Results
The dataset used in this study consists of a total of 333
people, 118 (35.4%) with CAD and 215 (64.6%) without
CAD. There were 178 (53.5%) female patients and 155
(46.5%) male patients. The mean age of all patients is
55.12±14.159 years and the median age is 57 (20-90).

Biostatistical analysis results
It was determined whether there was a statistically sig-
nificant difference between the two groups in terms of the

Figure 1. Performance metrics graph for the XGBoost
model.

Figure 2. Variable Importance Graph for XGBoost
model.

presence/absence of CAD, which is the target variable of
the quantitative independent variables. When the analysis
results were examined, a difference was found between the
two groups in terms of age variable (p<0.05). There was
no significant difference between the two groups in terms
of years, LDL, height, weight, HR, BPSYS, BPDIAS vari-
ables (p>0.05). Table 2 shows the results of the statistical
analyses of the quantitative independent variables in rela-
tion to the target variable.
When the groups with or without CAD were compared,
a statistically significant difference was found in terms
of the age variable. There is also a significant relation-
ship between the active, lifestyle, ihd, dm, ecgpatt, qwave
variables and the presence/absence of the CAD variable.
However, there is no significant relationship between sex,
smoke, chp, fh, htn, ivsd variables and presence/absence
of CAD variable (p>0.05). Table 3 shows the statistical
analysis results of the qualitative independent variables
according to the target variable.

Modelling results
Table 3 displays performance measures of tree-based ma-
chine learning prediction models used to predict the pres-
ence and absence of coronary heart disease using test
datasets.
As seen in Table 4, the test results of the model accuracy of
the SGB, Bagged CART and XGBoost prediction models
were as follows: 97.2% for SGB, 95.5% for Bagged CART,
98.5% for XGBoost. In addition, b-ACC, SE, SP, ppv,npv
test results for the XGBoost model showing the best ac-
curacy performance are 98.5%, 98.8%, 97.7% 100%, 100%,
95.8%, 98.8%, respectively. The results of the performance
measures of the XGBoost model are given in the Figure 1.
The results of the variable importance value obtained from
the XGBoost estimation model, which gave the highest
accuracy result as a result of the modeling, are given in
Table 5. Figure 2 depicts a graph of variable importance
values derived from the XGBoost model.

Discussion
For the past 15 years, cardiovascular diseases have been
the leading cause of death globally. In 2019, 17.9 mil-
lion people are estimated to die from cardiovascular dis-
eases, accounting for 32% of all fatalities worldwide. The
global prevalence of cardiovascular disease is increasing at
an alarming rate, with yearly deaths expected to exceed 20
million by 2030. The most common kind of cardiovascular
disease is CAD. It is the top cause of death worldwide. Ac-
cording to WHO figures, around 17.7 million people died
from CAD in 2015, accounting for 31% of total mortality.
Many of these CAD deaths may have been averted if CAD
was correctly identified and treated quickly.
The preventability of heart and cardiovascular illnesses is
the most effective factor in reducing these fatalities world-
wide. The development of health care has enabled studies
such as identifying the variables underlying disease and
avoiding its occurrence. Although recent research has
identified risk factors for heart disease, many researchers
believe that further study is required to apply this infor-
mation to minimize the occurrence of heart disease. Heart
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Table 1. The names, types, and explanations of dataset* variables.

Variable Description Type

Age Age of patients (in years) Continuous

Sex Patient’s gender (1= female, 0= male) Categorical

Smoke Whether the patient smokes (0=No, 1=Yes) Categorical

Years If a smoker, the number of years they have smoked. Continuous

ldl The patient’s LDL-Cholesterol ratio. Continuous

Chp Type of chest pain (1 = typical angina, 2 = atypical angina, 3 = non-anginal pain, 4 = asymptomatic). Categorical

Height The patient’s height in cm. Continuous

Weight The patients’ weight in kg. Continuous

Fh A family history of heart disease. Categorical

Active Whether or if the patient is active (0=No, 1=Yes). Categorical

Lifestyle The location of living (1=City, 2=Town, 3=Village). Categorical

Ihd Is the patient undergoing any cardiac catheterization or heart intervention? (0=No, 1=Yes). Categorical

Hr Heart Rate ratio. Continuous

Dm Is the patient diabetic ? (0=No, 1=Yes) Continuous

Bpsys The Systolic Blood Pressure Ratio. Continuous

Bpdias The blood pressure diastolic ratio. Categorical

Htn Is the patient hypertensive? (0=No, 1=Yes). Categorical

Ivsd IVSD is a measurement used to diagnose Left Ventricular Hypertrophy (LVH). Categorical

Ecgpatt Contains four ECG test categories: (1=ST-Elevation, 2=ST-Depression, 3=T-Inversion, 4=Normal). Categorical

Qwave The existence or absence of the Q wave (0=No, 1=Yes). Categorical

Target If the patient has heart disease or not (0=no heart disease, 1=has heart disease). Categorical

*: The Erbil Heart Disease Dataset was collected from a private hospital in Erbil, Iraq, in order to predict patients with and without CAD.

Table 2. The statistical analysis of the quantitative independent variables.

Variable
Target

pWithout CAD With CAD

Mean± Standard deviation Median(min-max) Mean± Standard deviation Median(min-max)

Age 52.12±13.93 52(23-90) 60.58±12.94 62(20-87) <0.001*
Years 4.31±10.55 0(0-50) 5.69±12.43 0(0-50) 0.344*
LDL 114.47±35.33 112(29-213) 110.11±42.38 106.5(26-260) 0.204**
Height 162.85±10.9 163(137-192) 160.74±11.91 160(128-188) 0.115*
Weight 83.12±15.33 81(47-134) 80.4±15.41 80(41-119) 0.359*
HR 83.99±13.53 84(54-130) 83.69±16.51 84(40-140) 0.988*
BPSYS 122.88±21.25 120(80-200) 124.96±21.53 120(90-220) 0.515*
BPDIAS 75.14±12.27 70(40-120) 74.41±13.45 70(45-140) 0.419*

HR: Heart rate ratio; BPSYS: The systolic blood pressure ratio; BPDIAS: The blood pressure diastolic ratio; *:Mann-Whitney U test,
**:Independent sample t-test.

disease can be caused by a variety of factors. According to
some research, decreasing these risk factors for heart dis-
ease may actually help avoid heart disease [20]. Further-
more, while the CAD mortality rate is high, the chances of
survival are increased if the diagnosis is established early
enough.

For these reasons, healthcare practitioners employ early ill-
ness detection and therapy or intervention options. Several
approaches for early detection of coronary artery disease
have been presented in recent decades. Many experts from
many scientific fields have suggested that AI, which may
enhance diagnostic accuracy, is one of the most successful
options for the early identification of illnesses, which has
been increasingly widespread in recent years. Human in-
telligence is used by AI to discover data correlations and
emulate human problem-solving behaviors [21-23]. ML,

which have played a critical role in illness diagnosis, are
an important area of AI. ML, a subset of AI, has several
uses in detecting and forecasting various illnesses. ML ap-
proaches have been employed successfully in a variety of
health research domains [24]. ML algorithms are a stan-
dard technique in knowledge exploration, used to develop
high-accuracy prediction and diagnostic models. By mon-
itoring and detecting links between data, ML classifica-
tion systems learn to interpret it. Monitoring via learning
from labeled data enables us to detect previously unseen
data output. This is a common ML approach in which a
system is given a list of input-output pairs and the sys-
tem attempts to identify a function from input to output
[25,26].

Therefore, this study aimed to determine the tree-based
machine learning method that is effective in predicting the
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Table 3. The statistical analysis of the qualitative inde-
pendent variables.

Variables
Target

p
without CAD with CAD

Sex
Male 99 (46.05) 56 (47.46)

0.805*
Female 116 (53.95) 62 (52.54)

Smoke
No 176 (81.86) 92 (77.97)

0.391*
Yes 39 (18.14) 26 (22.03)

CHPFH

Typical Angina 26 (12.09) 21 (17.80)

0.433*
Atypical Angina 40 (18.60) 17 (14.41)

Non-Anginal Pain 77 (35.81) 39 (33.05)

Asymptomatic 72 (33.49) 41 (34.75)

FH
No 168 (78.14) 86 (72.88)

0.281*
Yes 47 (21.86) 32 (27.12)

Active
No 120 (55.81) 90 (76.27)

<0.001*
Yes 95 (44.19) 28 (23.73)

Lifestyle

City 97 (45.12) 73 (61.86)

0.007*Town 88 (40.93) 29 (24.58)

Village 30 (13.95) 16 (13.56)

IHD
No 175 (81.40) 73 (61.86)

<0.001*
Yes 40 (18.60) 45 (38.14)

DM
No 173 (80.47) 83 (70.34)

0.036*
Yes 42 (19.53) 35 (29.66)

Htn
No 106 (49.30) 55 (46.61)

0.638*
Yes 109 (50.70) 63 (53.39)

IVSD
No 152 (70.70) 87 (73.73)

0.557*
Yes 63 (29.30) 31 (26.27)

Ecgpatt

ST-Elevation 8 (3.72) 15 (12.71)

<0.001*
ST-Depression 3 (1.40) 52 (44.07)

T-Inversion 1 (0.47) 48 (40.68)

Normal 203 (94.42) 3 (2.54)

Qwave
No 215 (100.00) 92 (77.97)

<0.001**
Yes 0 (0.00) 26 (22.03)

*:Pearson chi-square test,**: ***: Yates’ Correction chi-square test.

Table 4. Metrics of the performance of the ML models
used on the Erbil Heart Disease Dataset.

Model ACC b-ACC SE SP ppv npv F1

score

SGB 0.972 0.979 1 0.957 0.926 1 0.962

Bagged CART 0.955 0.945 0.977 0.913 0.955 0.955 0.966

XG Boost 0.985 0.988 0.977 1 1 0.958 0.988

The values in boldface show the best performance group.

presence and absence of patients with CAD based on data
including patient demographics, patient history, physical
examination and symptomatic features, medical labora-
tory tests, and diagnostic features . For this purpose,
SGB, XGBoost and Bagged CART algorithms were eval-
uated and compared. In addition, determining the risk
factors that may be associated with CAD as a result of

Table 5. The results of the variable importance value
from XGBoost model.

Variables Importance value

Ecgpatt: Normal 100

Ecgpatt: ST-Depression 21.755

Ecgpatt: T-Inversion 21.681

Qwave: Yes 9.035

Age 1.837

Bpdias 1.814

Height 1.653

LDL 0.881

HR 0.546

IVSD: with LVH 0.319

Bpsys 0.293

Dm: 1=Yes 0.289

the evaluations of the prediction models is another aim of
the study.
Considering the results of the statistical analysis, there was
a statistically significant difference between the without
CAD and with CAD groups with the age variable, but no
statistically significant difference was observed in the other
variables. Also without CAD and with CAD groups and
active, lifestyle, ihd, dm, ecgpatt, qwave variables, while
there was no statistically significant relationship between
sex, smoke, chp, fh, htn, ivsd variables.
As a result of the estimation model findings made with the
XGBoost method, which has the best performance among
tree-based models, the values of ACC, b-ACC, SE, SP,
ppv, npv and F1-score performance metrics were 98.5%,
98.8%, 97.7%, 100%, 100%, 95.8% and 98.8%. In addi-
tion, when the variable importance values obtained as a
result of modeling with the highest performing XGBoost
were examined, it was seen that the important factors as-
sociated with CAD were ekgpatt: normal, ekgpatt: ST-
depression, ekgpatt: T-inversion, qwave: yes, age, bpdias,
height, LDL, HR, IVSD: with LVH, bpsys, DM: 1=yes.
ML method has been widely used in the literature for CAD
detection. ML method has been widely used in the litera-
ture for CAD detection. Some of these studies are briefly
described below.
Kurt and et al., investigated five different algorithms for
the prediction of CAD: Classification and Regression Tree,
Logistic Regression, Radial Bias Function, Artificial Neu-
ral Network and Self Organising Feature Maps. The al-
gorithms were tested on a dataset that included 1245 pa-
tient records and various predictor parameters such as age,
gender, BMI, and so on. The results of the tests demon-
strated that the Neural Network outperformed the other
algorithms [27].
An another study, several classification algorithms were
used to the Z-Alzadeh Sani data, which comprised 303
patients from the medical and research center by Al-
izadehsani et al. The data collection contains 216 people
with CAD, with the remaining patients being disease-free,
as well as 54 features. The researcher also created a feature
selection algorithm that used Naive Bayes, Sequential Min-
imal Optimisation (SMO), Bagging with SMO, and Neural
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Network to produce three different features. The accuracy
of SMO reached the highest value of 94.08% when assessed
using the three established criteria, according to the test
results [28].
In 2015, Akila et al., created a hybrid model for the identi-
fication and prediction of CAD, which was validated using
patient data from occupational drivers obtained from a
medical college and hospital. The model was split into
two halves. The decision tree algorithm was used in the
first step to detect danger by categorizing physical and bi-
ological factors. The second involved analyzing CAD risk
flagged cases using decision tree with Multi-Layer Percep-
tron employing habitation and medical history variables.
Decision tree and Multi-Layer Perceptron have classifica-
tion accuracy of 98.66% and 96.66%, respectively [29].
Using 10-fold cross-validation on the dataset, Nassif et al.
(2018) conducted a study to examine the effectiveness of
three machine learning algorithms for the prediction of
CAD. The data set was subjected to three different fea-
ture selection techniques, feature versus risk score graphs
were produced to find the traits that are most closely con-
nected to the risk of CAD, and the top seven features were
selected as input variables for the algorithms. The Naive
Bayes Algorithm outperformed all others in the study, ob-
taining an accuracy score of 84% [30].
According to the predictive model performance success ob-
tained in this study, a machine learning-assisted risk clas-
sification approach for the diagnosis of CAD appears to
have predictive value in terms of classifying patients and
guiding further studies.

Conclusion
In conclusion, recent advances in AI and ML have facili-
tated the identification of individuals at high risk for dis-
ease appearance, and they are used in the current study
to to design a methodology for risk prediction of CAD oc-
currence based on several risk factors. We attempted to
comprehend and study the relationship of characteristics
with CAD using data analysis, and we discovered hidden
patterns involving CAD-related symptoms. Thus, the pro-
posed method might aid healthcare providers and clinical
specialists in their attempts to avert devastating CAD ac-
cumulations in both individual patients and populations.
Furthermore, by monitoring and analyzing risk variables,
individualized guidelines and actions to avoid CAD may
be proposed.

Ethical approval
Ethics committee approval is not required in this study.
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