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Abstract

Aim: The aim of this study was to compare the robustness of some association coeffi-
cients used to determine the relationships between categorical variables under different
experimental conditions.
Materials and Methods: A simulation study was conducted where random numbers
were generated from a bivariate standard normal distribution with correlations of 0.5
and 0.9. Sample sizes were set at 30, 50, 100, 150 and 200. Random numbers were
equally spaced and coded as 3×3, 4×4 and 5×5 cross-tabulations, respectively. The
robustness of Pearson’s, Spearman’s rank, Kendall’s tau-b, Kendall’s tau-c, Goodman-
Kruskal’s gamma and Somer’s d coefficients were compared under different experimental
conditions consisting of combinations of specified population correlation degrees, table
dimensions and sample sizes.
Results: The Goodman-Kruskal’s gamma coefficient gave the closest result to the rela-
tionship levels set at the beginning of the study in all experimental conditions. However,
after a certain level, it was negatively affected by the increase in table dimension and
sample size. Kendall’s tau-b and tau-c coefficients were furthest from the actual degree
of the association. Spearman’s rank correlation was more robust than Kendall’s tau-b,
Kendall’s tau-c and Somer’s d coefficients.
Conclusion: The results of the study showed that the dimension of the contingency
tables and sample size were effective factors in the robustness of association coefficients
for categorical variables. Therefore, researchers should consider the table dimension and
sample size as well as the type of variable when selecting the association coefficient to be
calculated.

Copyright © 2023 The author(s) - Available online at www.annalsmedres.org. This is an Open Access article distributed
under the terms of Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

Introduction
In research, it is common practice to investigate multiple
variables to gain a comprehensive understanding of the
event or phenomena under study. This is due to the possi-
bility that the variables may be related to each other. To
measure the strength and summarize the potential rela-
tionships between variables, coefficients called correlation
or association coefficients are calculated. These coefficients
reveal whether there is a relationship between the variables
and whether when the value of one variable increases, the
value of another tends to increase or decrease, progres-
sively. Numerous coefficients have been developed that
they are suggested for computation based on the variable
type, distribution shape and sample size [1].
A categorical variable can take either nominal or ordinal
form. Nominal variables contain two or more categories
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without any intrinsic order. In contrast, ordinal variables
contain an order of magnitude or smallness from top to
bottom or bottom to top [2]. The appropriate association
coefficient for categorical variables depends on the num-
ber and ranking among the categories. For nominal vari-
ables, the Phi coefficient is applicable for those with two
categories, while Cramer’s V coefficient or Lambda (λ) co-
efficient is used for those with more than two categories.
Concerning ordinal variables, it may use various associa-
tion coefficients such as Spearman’s rank, Kendall’s tau-b,
Kendall’s tau-c, Goodman-Kruskal’s gamma or Somer’s d,
contingent on the circumstances. It can be a problem for
researchers to decide which of these association coefficients
should be preferred [1].
Pearson’s correlation coefficient is widely used, but its use
and dependability are based on meeting its assumptions,
as it is a parametric coefficient. In cases where its assump-
tions are not met, Spearman’s rank correlation coefficient
is widely used in practice. In fact, the efficacy of Spear-
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man’s rank correlation coefficient, which was developed
for the examination of the relationship between two ordi-
nal variables, in each experimental condition remains un-
clear. For example, in non-normally distributed datasets,
one study found that Spearman’s rank correlation coeffi-
cient exhibited greater robustness than Pearson’s [3].
In contrast, another study reported that Pearson’s, Win-
sorize, and permutation-based correlation coefficients dis-
played higher robustness than Spearman’s rank and
Kendall’s tau coefficients in diverse experimental condi-
tions [4].
The aim of this study was to empirically compare the ro-
bustness of Pearson, Spearman’s rank, Kendall’s tau-b,
Kendall’s tau-c, Goodman-Kruskall’s gamma and Somer’s
d coefficients under different experimental conditions using
a simulation approach. The experimental conditions were
designed by combinations of different correlation degrees
of population, contingency table (cross-table) dimensions
and sample sizes.

Materials and Method
The material of the study consisted of random numbers
generated by a Monte-Carlo simulation technique from a
bivariate normal distribution with a simulation program
written in Fortran programming language with the sup-
port of MSDEV and subroutine BNRDF of IMSL library.
The sample sizes of the two random variables with a cor-
relation of 0.5 and 0.9 were set at as 30, 50, 100, 150 and
200, respectively.

Simulation study
A simulation program was prepared for conducting the
calculations in the study. Initially, the program contained
codes for generating two generated random variables from
the bivariate normal distribution, with 0.5 and 0.9 corre-
lations. The sample sizes used were 30, 50, 100, 150, and
200, respectively. The generated random numbers were
equally divided and structured into cross-table dimensions
of 3×3, 4×4, and 5×5. In continuation, calculations of
the association coefficients to be studied were added to
the program. The association coefficients were calculated
under different experimental conditions. These conditions
were designed by combinations of different population cor-
relation levels, contingency table (cross-table) dimensions
and sample sizes (Table 1).
The simulation program was executed 50,000 times and
the coefficients were averaged. The criteria for comparison

Table 1. Experimental conditions considered for the as-
sociation coefficients.

Association coefficients Pearson, Spearman’s rank,

Kendall’s tau-b, Kendall’s

tau-c, Goodman and Kruskal’s

gamma, Somer’s d

Cross-table dimension 3×3, 4×4, 5×5

Sample size (n) 30, 50, 100, 150, 200

Association coefficients in population (ρ) 0.50, 0.90

Number of simulation 50.000

used were the level of proximity to the actual correlation
level in the population.
The association coefficients examined in the study
Pearson’s Correlation Coefficient: Pearson’s correlation
(rxy) coefficient is calculated to investigate the degree
and direction of the relationship between the X and Y
variables, both of which were obtained with the interval
scale. [5]. For a bivariate dataset with n observations as
shaped Pearson’s correlation coefficient is calculated by
Eq. (1) [4].

rxy =

∑n
i=1(Xi −X)(Yi − Y )√∑n

i=1(Xi −X)2
∑n

i=1(Yi − Y )2
=

∑
dxdy√

(
∑

d2x)(
∑

d2y)

(1)

Where

rxy : Pearson’s correlation coefficient∑
dxdy : The sum of the cross-product of XY∑
d2x: The sum of squares for variable X∑
d2y : The sum of squares for variable Y

The set of hypotheses established for the statistical signif-
icance control of the calculated correlation coefficient is as
follows:
H0: ρxy = 0

H1: ρxy ̸= 0

The test statistic required to test the null hypothesis (H0)
is as in Eq. (2). If the t-test statistic calculated in this
way is greater than or equal to the (n-2) degrees of freedom
t-table value, the H0 hypothesis is rejected; otherwise, it
is accepted [4].

t =
rxy√
1−r2xy

n−2

(2)

Spearman’s Rank Correlation Coefficient: Spearman’s
rank (rs) coefficient is a non-parametric correlation that
is calculated based on the ranks of the values of the X and
Y variables, instead of their actual observation values. It
examines the correspondence between the order of values
in the X variable and that of the Y variable. This coef-
ficient is applicable when at least one of the variables is
based on ordinal scales, normal distribution is absent in
at least one variable, and/or the sample size is small. It is
calculated using Eq. (3) [6].

rs = 1− 6
∑

D2
i

n(n2 − 1)
(3)

Where

rs: Spearman’s rank coefficient

Di: Xi-YiThe difference between the rank numbers of the pairs Xi
and Yj

If the sample size is larger than 10, the hypothesis test
for Spearman’s rank coefficient involves calculating the t-
value, as in Pearson’s correlation coefficient. If the resul-
tant value is greater than or equal to the t-table value
with (n-2) degrees of freedom, then the null hypothesis
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is rejected, and a significant relationship between the vari-
ables is considered. If the sample size is small, the "critical
values in the Spearman’s Rank Table," which are prepared
based on the sample size, are utilised. The hypothesis con-
trol is done with the help of Eq. (4) and (5) [7].

Sr =

√
1− r2s
n− 2

(4)

t =
rs√
1−r2s
n−2

(5)

Where

Sr: Standard error of correlation coeffiecient

t: t test statistics

Kendall’s Tau-b (τb) Coefficient: Kendall’s tau-b (τb) co-
efficient is more commonly used in 2×2 cross-tabulations.
It adjusts for equal ranks in the dependent and indepen-
dent variables. As seen in Eq. 6, the difference between
the number of concordant pairs and the number of discor-
dant pairs (P-Q) is divided by the geometric mean of the
number of unequal pairs in the independent variable and
the number of unequal pairs in the dependent variables.
When there is statistical independence, it takes the value
0; For quadratic tables (equal numbers of columns and
rows) only, it takes the value 1 or -1 if all values are lo-
cated on a single diagonal [8-11]. Its statistical significance
is tested by Eq. (7). If the calculated Z value exceeds a
critical value, the null hypothesis is rejected, and it is con-
cluded that there is a statistically significant relationship
between the variables [5].

Tb =
(P −Q)√

(N2 −
∑I

i=1 n
2
i+)(N

2 −
∑J

j=1 n
2
+j)

(6)

Z =
3Tb

√
N(N − 1)∑

2(2N + 5)
(7)

Where

Tb: Kendall’s tau-b coefficient

P: Numbers of concordant pairs

Q: Numbers of discordant pairs

N: Number of total obserbation

n2
+j : The square of column sum of the jth column

n2
i+ : The square of row sum of the ith row

Kendall’s Tau-c Coefficient: One of the names "Kendall
Stuart’s Tau c" or "Stuart’s Tauc" can also be encoun-
tered in the literature. Kendall’s tau-c (τc) coefficient is
a modification of Kendall’s tau-b developed for large ta-
bles and specifically for non-quadratic contingency tables.
Its calculation is done using Eq. (8). Its statistical sig-
nificance is tested by Eq. (9). If the calculated Z value
exceeds a critical value, the null hypothesis is rejected,
and there is a significant relationship between the vari-
ables [5,12,13,14,20].

Tc =
2(P −Q)
N2(k−1)

k

=
2k(P −Q)

N2(k − 1)
(8)

Z =
Tc√

2(2N+5)
9N(N−1)

∼ Zα (9)

Where

Tc: Kendall’s tau-c coefficient

P: Numbers of concordant pairs

Q: Numbers of discordant pairs

N: Number of total obserbation

k: The smaller of the rows or columns

Goodman-Kruskal’s Gamma Coefficient: The gamma (γ)
coefficient is a symmetric measure of association that can
be used on ordinal-scale variables in the contingency ta-
bles. Its values can range from -1 to 1. The gamma es-
timator ignores tied pairs and uses only the number of
concordant and discordant pairs of observations [10,11,20].
The gamma coefficient is found as in Eq. (10) [20]. If the
calculated Z value obtained from Eq. (11) exceeds a criti-
cal value, the null hypothesis is rejected, and a significant
relationship between the variables [15].

G =
P −Q

P +Q
(10)

Z = G

√
P +Q

N(1−G2)
(11)

Where

G: Goodman-Kruskal’s gamma coefficient

P: Numbers of concordant pairs

Q: Numbers of discordant pairs

Z: Z-test statistic

N: Number of total obserbation

Somer’s d Coefficient: Somer’s d coefficient is an asym-
metric modification of Kendall tau-b. Unlike other coeffi-
cients used in ordinal variables, it assumes that one of the
variables can be determined as a dependent variable [8,16].
d is calculated if at least two nonzero cell frequencies exist
in the row and column. A d-value has the range -1 ≤ d
≤ 1. Although not valid in 2×2 tables, when d is 0, it
indicates that the two variables are independent of each
other [17].
If X is the independent variable and Y is the dependent
variable, the highest likelihood estimator of the coefficient
is calculated with Eq. (12). Similarly, if Y is the indepen-
dent variable and X is the dependent variable, the highest
likelihood estimator of the coefficient is calculated with
Eq. (13). When both variables are assumed dependent or
independent, the symmetric version of Somers’ d is calcu-
lated by Eq. (14) [18].

d̂Y X =
2(P −Q)

N2 −
∑i

i=1 n
2
i+

(12)

d̂XY =
2(P −Q)

N2 −
∑j

j=1 n
2
j+

(13)

d̂Y X =
4(P −Q)

2N2 −
∑i

i=1 n
2
i+ −

∑j
j=1 n

2
+j

(14)
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Where
P: Numbers of discordant pairs
Q: Numbers of concordant and discordant pairs
N: Number of total obserbation
n2
i+: The square of column sum of the ith row

n2
+j : The square of column sum of the jth column

The significance test of Somer’s d coefficient is made from
Eq. (15) and Eq. (16). If the calculated Z value exceeds
a critical value, the null hypothesis is rejected, indicating
a statistically significant correlation between the variables
[5].

Z =
d̂Y X√

4(c2−1)(r+1)
9Nc2(r−1)

(15)

Z =
d̂XY√

4(r2−1)(c+1)
9Nr2(c−1)

(16)

Where
c: Number of rows
r: Number of columns
N: Number of total obserbation
Z: Z test statistic

Results
The association coefficients calculated in the 3×3 cross-
table are given in Table 2. Among the association coeffi-
cients, the gamma coefficient was the closest to the actual
degree of population in all sample sizes. As the sample size
increased, it was seen that the results were slightly higher
than the actual degree. Other coefficients gave similar re-
sults and were below the degree of actual association in all
sample sizes.
In the 3x3 cross-table, after the gamma coefficient, Pear-
son’s correlation and Spearman’s rank correlation coeffi-
cients came closest to the actual degree of relationship but
were slightly below. For ρ =0.5, Kendall’s tau-b, Kendall’s
tau-c, and Somer’s d coefficients were similar to each other

Table 2. The association coefficients calculated for the
3×3 cross-table.

n

30 50 100 150 200

ρ=0.5

Pearson 0.406 0.400 0.398 0.396 0.396

Spearman rank 0.405 0.400 0.398 0.396 0.395

Kendall tau-b 0.364 0.367 0.370 0.371 0.369

Kendall tau-c 0.365 0.367 0.370 0.371 0.369

Gamma 0.481 0.511 0.550 0.569 0.580

Somer d 0.364 0.367 0.370 0.371 0.369

ρ=0.9

Pearson 0.736 0.735 0.732 0.731 0.729

Spearman rank 0.736 0.735 0.732 0.730 0.728

Kendall tau-b 0.715 0.714 0.712 0.709 0.710

Kendall tau-c 0.621 0.619 0.589 0.551 0.545

Gamma 0.915 0.920 0.929 0.932 0.933

Somer d 0.715 0.714 0.712 0.709 0.710

lower than the expected actual degree. In contrast, for
ρ = 0.9, Kendall’s tau-b and Somer’s d coefficients were
similar, but Kendall’s tau-c coefficient was the furthest
from the actual degree.
When the findings obtained for the 4×4 cross-table in Ta-
ble 3 are examined, it was seen that all the coefficients
approach the actual degree of the association of popula-
tions more than 3×3 cross-table. The gamma coefficient
reached the actual association level of the population when
n=100 for ρ = 0.5 and n=50 for ρ = 0.9. Even though it
deviated from the actual values as the change in sample
size, it was seen that it gave closer results than the other
coefficients. The coefficient furthest from the actual asso-
ciation levels was Kendall’s tau-c even if the sample size
improves. The results of Kendall’s tau-b and Somer’s d
coefficients were approximately the same, but below the
population levels.
In the 4x4 cross-table, Pearson’s and Spearman’s coef-
ficients were the robust correlation coefficients after the
gamma coefficient. Kendall’s tau-c was the first coeffi-

Table 3. The association coefficients calculated for the
4×4 cross-table.

n

30 50 100 150 200

ρ=0.5

Pearson 0.431 0.432 0.434 0.434 0.431

Spearman rank 0.430 0.431 0.432 0.433 0.430

Kendall tau-b 0.361 0.378 0.380 0.382 0.386

Kendall tau-c 0.342 0.340 0.339 0.330 0.327

Gamma 0.464 0.470 0.500 0.519 0.520

Somer d 0.361 0.378 0.380 0.382 0.386

ρ=0.9

Pearson 0.802 0.800 0.798 0.793 0.797

Spearman rank 0.802 0.800 0.799 0.793 0.797

Kendall tau-b 0.730 0.732 0.735 0.735 0.736

Kendall tau-c 0.661 0.655 0.635 0.624 0.620

Gamma 0.899 0.900 0.910 0.915 0.920

Somer d 0.730 0.732 0.735 0.735 0.736

Table 4. The association coefficients calculated for the
5×5 cross-table.

n

30 50 100 150 200

ρ=0.5

Pearson 0.450 0.452 0.451 0.440 0.438

Spearman rank 0.451 0.452 0.450 0.440 0.438

Kendall tau-b 0.480 0.487 0.490 0.485 0.484

Kendall tau-c 0.350 0.349 0.348 0.340 0.331

Gamma 0.485 0.500 0.519 0.521 0.530

Somer d 0.480 0.487 0.490 0.485 0.484

ρ=0.9

Pearson 0.835 0.830 0.820 0.805 0.800

Spearman rank 0.834 0.830 0.820 0.805 0.801

Kendall tau-b 0.770 0.765 0.759 0.749 0.748

Kendall tau-c 0.710 0.700 0.689 0.670 0.651

Gamma 0.920 0.923 0.930 0.940 0.940

Somer d 0.770 0.765 0.760 0.749 0.748
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cient, that was the furthest from the degree of association
determined in the population, even though the sample size
increased, while Kendall’s tau-b was the second coefficient.
It was observed that Somer’s d and Kendall’s tau-b correla-
tion coefficients gave similar results to the table dimension
3×3 cross-table.
Table 4 shows the association coefficients calculated for the
5×5 cross-table. It seems that the increase in table dimen-
sion has a positive effect on approaching the actual degree
of association of the population. The gamma reached the
actual degree of association of the population when ρ = 0.5
and the sample size was 50. It also gave the closest result
for ρ = 0.9, although not exactly. However, it gives results
above the actual degree of association depending on the
increase in sample size. This increase also caused Pear-
son’s, Spearman’s rank and Kendall’s tau-c coefficients to
diverge from the actual value and to obtain lower values.
Kendall’s tau-b and Somer’s d coefficients calculated to
5×5 cross-table showed similar results for both ρ = 0.5
and ρ = 0.9 at all sample sizes. After the gamma co-
efficient, the coefficients closest to the actual correlation
level were Kendall’s tau-b and Somer’s rank coefficients
for ρ = 0.5, Pearson’s and Spearman’s rank coefficients
for ρ = 0.9. Pearson’s and Spearman’s rank coefficients
tended to diverge from the actual degree of association
with increasing sample size. Kendall’s tau-c was the cor-
relation coefficient that deviated the most from the actual
degree of correlation in all sample sizes even if the sample
size increased.

Discussion

In one study, it was emphasized that Kendall’s tau-b,
Kendall’s tau-c, and Somer’s d coefficients always give re-
sults below the determined correlation levels, even as the
table size increases. In contrast, the gamma coefficient, it
was emphasized that if the table dimension is small, it is
good for a small sample size. The gamma coefficient ap-
proximates the actual degree of association for square ta-
bles. When the table dimension is large enough, Pearson’s
correlation and Spearman’s rank coefficient are closer to
the actual degree of association regardless of sample size,
however, coefficients other than the gamma are always be-
low the actual relation level [19]. In another study, it was
emphasized that as the size of the table increases, Spear-
man’s rank coefficient gives results close to the actual cor-
relation level and it is appropriate to use this coefficient
because it gives more consistent results in measuring the
relationship between variables [20].

Conclusion

The present tried to explain in which situation the re-
searchers should calculate which association coefficients,
and the robustness of some association coefficients under
different experimental conditions were compared with the
simulation approach. The results showed that Goodman
Kruskal’s gamma coefficient gave the closest result to the
actual relationship levels found in the population in all
experimental conditions. However, after a certain level, it
was negatively affected by the increase in table dimension
and sample size. Kendall’s tau-b and tau-c coefficients

were furthest from the actual levels of association. Spear-
man’s rank correlation was more robust than Kendall’s
tau-b, Kendall’s tau-c and Somer’s d coefficients. Spear-
man’s rank and Pearson’s correlation coefficients were al-
ways almost equal and more robust than Kendall’s tau-b,
Kendall’s tau-c, and Somer’s d coefficients. The findings
of the study were generalized, it was decided that both ta-
ble dimension and sample size were effective factors on the
robustness of the association coefficients. For this reason,
it is recommended that researchers consider the table di-
mension and sample size as well as the variable type when
choosing the association coefficient to calculate.
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